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LifeLabs
• A Canadian diagnostic testing organization; nearly 50 years in the 

industry.

• The largest diagnostic laboratory in Canada, operating primarily in 
British Columbia, Ontario and Quebec.

• Employ more than 3,000 professionally-trained staff.

• Each year, provides more than 50 million laboratory tests to over 
10 million patients and nearly 20,000 physicians.

• Community based laboratory testing, providing service to 
outpatients, homebound patients, long-term care facilities and other 
partnerships to support patients in the community (e.g. hospitals, 
public health, etc.).
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The Challenge:

• Double-digit growth in test volumes driven by our aging population 
and changing patient profile.

• Increasing pressures on government funding.

• Increasing costs, industry and supplier consolidation, capital and 
space constraints.

• Scarce skills challenge.

• EHS risk increase with increasing volumes (eg. Repetitive Strain 
Injuries (RSI’s))
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The Objective:
Decrease cost, increase capacity and improve quality by consolidating six Chemistry 
testing platform types into one highly automated platform nationally   (11 labs; ~60% 
of total volume).
• Improved throughput and TAT, while addressing downtime risk on aging legacy 

platforms.
• Reduction in tubes drawn per patient.
• Reduction in FTE through automation and tube consolidation.
• Improved EH&S through decreased exposure and reduction in RSI’s through 

automation of decapping, loading, unloading and recapping activities.
• Incremental capacity to meet future growth; further scalable capacity available.
• De-risk supply issues.
• Improved workflow using Lean Six Sigma methodologies in process and layout 

design.
• Reinforcement of National standards.
• Error reduction / mistake proofing through built-in quality checks.
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The Solution:
Decrease cost, increase capacity and improve quality by consolidating six Chemistry 
testing platforms into one highly automated platform nationally (11 labs).

• Improved throughput and TAT.
• Reduction in tubes drawn per patient.
• Reduction in FTE through consolidation of platforms and tubes, as well as increased “walk 

away” capability and reduction in effort associated with automation.
• Leveraged capital investment, while offering scalable capacity.
• Sample management solutions to reduce RSI and exposure risks.
• Open system which allowed introduction of 3rd party materials in the event of lot failures.
• Scalable solution allowed placement at all sites.
• Error reduction / mistake proofing through built-in quality checks (eg. Clot detection and liquid 

level sense capabilities).
• Effective integration w/LifeLabs Lab Information System (LIS).
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Our Approach:

• Mapping optimal flows (materials, people, documents, etc) prior to finalizing design 
– challenged internally and externally.

• Establishing joint and integrated professional project management with Siemens 
Medical Solutions, the Supplier.

• Fully leveraged SMEs.
• A focus on training and service support.
• Robust validation processes.

Design through Lean Six Sigma; Integrated project management approach 
including, but not limited to:
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Problem Statement:
• On implementation, throughput at our largest lab in Toronto was only achieving 

76% of target. 
• Our first two site implementations in BC, went live without issue, although much less 

complex in both volume, test menu and degree of automation.
• The Toronto site processed ~13 Million tests annually.
• Workflow was inconsistent  in processing demand – sporadic bottlenecks, inconsistent 

process cycle times.
• Excessive unplanned downtime.
• Inconsistent planned downtime.
• Throughput and therefore capacity was much lower than expected 

• The Impact:
• Quality risk due to specimen backlogs and increased TAT.
• Inability to consistently deliver to the customer.
• Significant increased costs required to process tests and ensure quality – e.g. overtime, 

validation, transportation and opportunity costs associated with delay of further 
implementation.

Equipment Performance % of Expectation
Total System Tube Throughput:         76 – 84%
Automation Components:                   80 – 94%
Chemistry Instruments:  90 – 95%
Immunoassay Instruments:                90 – 95%

Expectations:
Target Tube Throughput:  925-950 tubes/hr 
Target Track Operation:  23.5 hrs/workday
Instrument Operation Time:   20-21 hrs/day
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Lean Six Sigma Applied
An immediate team was formed between LifeLabs and Siemens to attack the problem. 

• A global team of subject matter experts in all areas of platform performance were assembled, 
including, but not limited to:

• LifeLabs’ Lean Six Sigma Team
• International workflow experts with platform experience of this scale (Top 10 in the world).
• IT experts to mine data from Platform and LIS systems.
• Executive level commitment from both organizations to quickly mobilize scarce resources.
• Capitalize on the knowledge of the team working the line.

Immediately executed the DMAIC process, by 
• Defining the overall problem.
• Defining appropriately scoped work streams.
• Enabling with the best expertise.
• Instituting measurement systems.
• Prioritization of streams based on level of improvement.
• Overall program management to understand the cause/effect relationship and interaction of 

various streams toward achievement of required performance.

Lean Six Sigma applied across organizations requires:
• Shared objectives
• Resisting the urge to “blamestorm”.
• Honestly engaging
• Learning and improving together.
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Establish Daily Production Reports

ADVIA Tests
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Actual Target

ADVIA Analyzers Tests
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FENSTER KEATON KEYSER McManus

Date August 15, 2008

Advia Tests 7.00 AM 8.00 AM 9.00 AM 10.00 AM 11:00 AM 12:00 PM Total to 1 PM Total Day 1:00 PM 2:00 PM 3:00 PM 4:00 PM Total to 5 PM Total Day

FENSTER                                  -                        -                        -                         130                        42                        307                       479                       479                       96                     225                         5                        71                      397                      876 
KEATON                                 29                      -                        -                           20                      137                        663                       849                       849                  1,188                     582                  1,630                      968                   4,368                   5,217 
KEYSER                                  -                        -                        -                            -                          -                            -                            -                            -                          -                          -                          -                          -                          -                         -   
Advia4                                   2                      -                        -                            -                          -                          913                       915                       915                  1,294                     246                         1                      770                   2,311                   3,226 

Total                          31                 -                   -                   150                179               1,883              2,243              2,243             2,578             1,053             1,636             1,809             7,076             9,319 
Planned downtime                               180                   180                   180                       540                       540                        -                        540 
Total time                               180                   180                   180                       180                      180                        180                    1,080                    1,080                    180                    180                    180                     180                     720                  1,800 
Current Capacity                            1,500                1,500                1,500                    1,500                   1,500                     1,500                    9,000                    9,000                 1,500                 1,500                 1,500                  1,500                   6,000                 15,000 
Available Target                                  -                        -                        -                      1,500                   1,500                     1,500                    4,500                    4,500                  1,500                  1,500                  1,500                   1,500                   6,000                 10,500 
Actuals                                 31                      -                        -                         150                      179                     1,883                    2,243                    2,243                  2,578                  1,053                  1,636                   1,809                   7,076                   9,319 
Variance                                 31                      -                        -                    (1,350)                 (1,321)                        383                  (2,257)                  (2,257)                  1,078                   (447)                     136                      309                   1,076                 (1,181)

Advia Tubes 7.00 AM 8.00 AM 9.00 AM 10.00 AM 11:00 AM 12:00 PM Total to 1 PM Total Day 1:00 PM 2:00 PM 3:00 PM 4:00 PM Total to 5 PM Total Day
FENSTER                                  -                        -                        -                           76                        16                        145                       237                       237                      47                    132                        2                       38                     219                     456 
KEATON                                   3                      -                        -                             9                        23                          81                       116                       116                     177                       77                     193                      148                      595                      711 
KEYSER                                  -                        -                        -                            -                          -                            -                            -                            -                          -                          -                          -                          -                          -                         -   
Advia4                                   1                      -                        -                            -                          -                          102                       103                       103                     223                       28                         1                      108                      360                      463 

Total                            4                 -                   -                     85                  39                  328                 456                 456                447                237                196                294             1,174             1,630 
Planned downtime                               180                   180                   180                       540                       540                        -                        540 
Total time                               180                   180                   180                       180                      180                        180                    1,080                    1,080                    180                    180                    180                     180                      720                   1,800 
Current Capacity                               545                   545                   545                       545                      545                        545                    3,270                    3,270                     545                     545                     545                      545                   2,180                   5,450 
Available Target                                  -                        -                        -                         545                      545                        545                    1,635                    1,635                     545                     545                     545                      545                   2,180                   3,815 
Actuals                                   4                      -                        -                           85                        39                        328                       456                       456                     447                     237                     196                      294                   1,174                   1,630 
Variance                                   4                      -                        -                       (460)                    (506)                      (217)                  (1,179)                  (1,179)                     (98)                   (308)                    (349)                    (251)                 (1,006)                 (2,185)

0
0

• High volume labs can learn from manufacturing best practices.
• Tracking and understanding throughput by hour by machine.
• Establishing target performance and analysis of variances.
• Understanding “entitlement” – best achieved performance.
• Automating data collection to encourage analysis vs collection efforts and 

ensure sustainability of control systems.
• The ability to “drill down” on throughput data
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“See” the Backlog
• Specimens Received vs Specimens Processed

• By test and by tube
• By day, by hour

• Inventory Visibility - By Location and Type

previous day inventory >>> 13-Aug 14-Aug
14-Aug -                 50           150              50             50             150           450           550           850           100           250           50             100           

-                 
Thursday -                 

-                 
-                 

-                 100         500              700           750           100           500           650           900           200           900           1,500        250           
-                 
-                 
-                 
-                 

A's Serums - 34% -                 -                 -               -           -          -           34           170              239           256           34             -           -            170           222           -            -            307           68             307           511           85             
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            

C's Serums - 41% -                 -                 -               -           -          -           41           205              286           307           41             -           -            205           266           -            -            368           82             368           614           102           
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            

AC's Serums - 25% -                 -                 -               -           -          -           25           125              175           188           25             -           -            125           163           -            -            225           50             225           375           63             
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            
-                 -                 -               -           -          -           -          -               -           -            -           -           -            -            -            -            -            -            -            -            -            -            

-                 300              800           300           400           450           200           2,500        2,100        2,400        2,800        
-                 
-                 
-                 
-                 

-                 31                20             100           100           250           200           90             10             20             10             
-                 
-                 
-                 
-                 

-                 200         200              200           200           200           200           200           200           200           200           200           
-                 
-                 
-                 
-                 

Run Rate 600             600                600              600          600        600          600        600              600          600          600          600          600           600          600          600          600           600           600           600           600           600           
Total A's volume to process -             -           -        -       -        237      785          1,116    877        209       -        -         1,193     1,510     -        -         1,766     2,004     2,260     2,613     2,174     
Total C's volume to process -             -           -        -       -        182      638          1,053    842        66         -        -         736        950        -        -         941        1,750     1,933     2,508     1,911     
Run Time Backlog A's total hours -                 -               -           -          -           0.40        1.31             1.86          1.46          0.35          -           -            1.99          2.52          -            -            2.94          3.34          3.77          4.36          3.62          
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Run Time Backlog C's total hours -                 -               -           -          -           0.30        1.06             1.75          1.40          0.11          -           -            1.23          1.58          -            -            1.57          2.92          3.22          4.18          3.18          
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Understand Throughput Losses
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• Identify the losses
• Brainstorm cause/effect relationships
• Subjective followed by objective 

prioritization.
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Measure, Analyze and Reduce Losses
Reduce Repeat Testing

• Enable tracking of tube re-testing (i.e. other than clinical repeats).
• Analyze root cause of repeats through system and user assigned reason 

codes.

Found:
• Inter and Intra system IT 

communication errors.
• Pre-analytical improvements (eg. 

Collection, label placement, etc.).
• Repeat Algorithm updates.
• Further needs to mirror test menus 

across analyzers and interaction with 
QC activities.
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Measure, Analyze and Reduce Losses
Reduce and Control Planned QC
• Create, Document and Train Standard Work
• Publish Standards
• Document Actual Performance
• Analyze cause of variances
• Continually improve toward consistency and reduction.

Found:
• Need for staggered schedules
• Hidden factories / non-standard work
• Procedural improvements
• Measured = managed
• Contributed to broader education on 

relationship to throughput.
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Measure, Analyze and Reduce Losses
Reduce Unplanned Downtime
• Ensure clear definitions of downtime

• Planned and unplanned
• Measurement system method and compliance

• Measure performance by component
• Overall system 
• Sub-systems

• Assess root cause and corrective action
• Ensure clear report and communication

• Performance; 
• Action Plans; 
• Escalation Protocols

• Institute Control Plans
• Mistake proof where possible
• Entire value stream!
• Identify leading indicators
• PM’s tied to cycles vs time
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Measure, Analyze and Reduce Losses
Improving Assay Performance
• Measure and calibration data

• Identify root cause of calibration issues

• Education on Production Management
• Analyzers are no longer independent
• Operator decisions  impact the entire system
• Understanding Queuing Theory
• Understanding Theory of Constraints

• Systematically identify leading downtime 
indicators
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Control and Continually Improve Performance

• Formalize Failure / Root Cause Reporting 
and Establish accountabilities for Corrective 
Action.

• Formal performance review meetings w/key 
stakeholders

• Shift:Shift Communications
• Clear Action Logs
• Clear Accountabilities tied to             

performance management
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Make Performance Visible!

• Chemistry In-Lab Dashboard
• Wall-Mounted Screens in Lab Display the Most Critical Key Indicators 

18

Make Performance Visible!

• Clear, Simple and easily accessible summary reporting 

Graph #3: Tubes Processed on System

Tubes Processed within Hour

0.0
50.0

100.0
150.0
200.0
250.0
300.0

7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 1 2 3 4 5 6

Hour of Day

N
um

be
r o

f T
ub

es

Tubes
Processed

Date
Name Data 21-Jul 22-Jul 23-Jul 24-Jul 25-Jul Grand Total %
Keaton Sum of Scheduled 355 290 250 275 240 1410 19.6

Sum of Unscheduled 300 15 220 0 0 535 7.4
Sum of Downtime 655 305 470 275 240 1945 27.0

McManus Sum of Scheduled 310 192 260 295 215 1272 17.7
Sum of Unscheduled 85 315 240 85 0 725 10.1
Sum of Downtime 395 507 500 380 215 1997 27.7

Keyser Sum of Scheduled 260 130 320 265 280 1255 17.4
Sum of Unscheduled 15 45 295 45 0 400 5.6
Sum of Downtime 275 175 615 310 280 1655 23.0

Aries Sum of Scheduled 260 110 205 110 125 810 11.3
Sum of Unscheduled 30 80 0 910 60 1080 15.0
Sum of Downtime 290 190 205 1020 185 1890 26.3

Capricorn Sum of Scheduled 270 110 130 130 110 750 10.4
Sum of Unscheduled 70 180 0 300 1330 1880 26.1
Sum of Downtime 340 290 130 430 1440 2630 36.5

Scorpio Sum of Scheduled 250 140 125 190 230 935 13.0
Sum of Unscheduled 40 0 60 60 0 160 2.2
Sum of Downtime 290 140 185 250 230 1095 15.2

Athena Sum of Scheduled 215 0 260 125 175 775 10.8
Sum of Unscheduled 400 1440 0 0 30 1870 26.0
Sum of Downtime 615 1440 260 125 205 2645 36.7

Artemis Sum of Scheduled 290 125 215 135 150 915 12.7
Sum of Unscheduled 20 0 85 0 60 165 2.3
Sum of Downtime 310 125 300 135 210 1080 15.0

Pegasus Sum of Scheduled 260 115 130 130 170 805 11.2
Sum of Unscheduled 0 360 180 240 140 920 12.8
Sum of Downtime 260 475 310 370 310 1725 24.0

Venus Sum of Scheduled 235 135 145 175 135 825 11.5
Sum of Unscheduled 30 50 0 120 370 570 7.9
Sum of Downtime 265 185 145 295 505 1395 19.4

Total Sum of Scheduled 2705 1347 2040 1830 1830 9752 13.5
Total Sum of Unscheduled 990 2485 1080 1760 1990 8305 11.5
Total Sum of Downtime 3695 3832 3120 3590 3820 18057 25.1

Instrument Downtime:  July21-25 2008
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Make Performance Visible!

• Analytical Reporting with Drill Down Capability 

20

Ongoing Capacity Assessment
• Consider:
• Observed, not theoretical performance (i.e. actual throughput, 

downtime considered, etc,)
• Growth needs
• Entitlement
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Clear Process Ownership for the “System”
• Education on ownership and action to be taken when indicators are 
“red”.
• Establish ongoing accountability for process and document control

Reporting Summary for Chemistry Dashboard

Area What to Look For Question to Ask Who Asks? Method of Reporting Frequency Timeline to Implement

Tubes/Hour Graph
Processed below 
Target

What are the events/reasons for 
low processing?

Tubes/Hour Graph

Extensive Variation 
Above or Below 
Target

What are the events/reasons for 
variation (improvement or 
deterioration) of process?

Tubes/Hour Graph
Not trending/moving 
with target

Why is the process not 
moving/trending with target?

Backlog Graph High/Low Backlog
Why is the backlog higher/lower 
than expected?

Day to Day Metric 
Summary 

Red/Yellow light on 
repeats

Why are the repeats higher than 
expected?

Captain ask 
operators

conversation and log 
review in Daily Log

At Shift 
Change

Day to Day Metric 
Summary 

Red/Yellow light on 
Calibrations

Why are the unplanned 
calibrations higher than 
expected?

Day to Day Metric 
Summary 

Red/Yellow light on 
number of QC Tests

Why are QC tests higher than 
expected?

Form for Service TrackingRoss 
Longe/Supervisor/

LifeLabsSam WaytowichService Tracking Log

Form for issuing corrective action 
response from Siemens (or others)

Ross 
Longe/Supervisor/

LifeLabsNancy KorogyiCAR Form

Form for tracking the service 
issues and action plan to remediate

Ross 
Longe/Supervisor/

LifeLabsNancy KorogyiSiemens LL Service Action 
Plan

Form for PM trackingRoss 
Longe/Supervisor/

LifeLabsSam WaytowichPM Tracking Log

Document Name
Owner 

/Position/ 
Organization

Latest Revision Document description 
and CommentsAuthorControl 

#

Form for Service TrackingRoss 
Longe/Supervisor/

LifeLabsSam WaytowichService Tracking Log

Form for issuing corrective action 
response from Siemens (or others)

Ross 
Longe/Supervisor/

LifeLabsNancy KorogyiCAR Form

Form for tracking the service 
issues and action plan to remediate

Ross 
Longe/Supervisor/

LifeLabsNancy KorogyiSiemens LL Service Action 
Plan

Form for PM trackingRoss 
Longe/Supervisor/

LifeLabsSam WaytowichPM Tracking Log

Document Name
Owner 

/Position/ 
Organization

Latest Revision Document description 
and CommentsAuthorControl 

#

Service Tracking 
Log

PM Tracking Log

CAR Form

Siemens LL Service 
Action Plan
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Sample Outcomes

• Improved inter-system hand shakes
• Install 4th Sample Manager
• Change Track Operating Procedures to 23.5hrs
• Increased track tube capacity
• Developed Capacity Simulation Model

Increase Capacity

• Improved inter-system hand shakes
• Pre-scanned information to improve tube identificationInformation Technology 

• Improved inter-company service model (effectiveness of comm’n).
• Improved incident reporting, analysis, trending and review processes throughout 

the value stream.
• Revised PM protocol and schedule.
• Parts supply planning throughout the value chain; local inventories.
• Increased number and “system” knowledge of local service teams.

Service Related Downtime 

• Optimized test menu mapping.
• Multiple wedges for high volume chemistries.
• Moved one instrument off-line; automated sorting (low test density; C/T variation)
• Automated Sorting and reporting for rework.
• Instrument operator procedure changes (care & feeding to improve throughput)
• On & Off-line assay protocols.
• Tie reagent change to maintenance schedules.
• Reduce material lead time and improve line fill rates

Load Balancing

• Stagger daily maintenance
• More efficient maintenance protocols; Compliance to scheduleQC and Maintenance Processes

• “ System” training for employees and service personnel
• Improved work instructions, continuous improvement process and ongoing training 

protocols

Knowledge Transfer - Local Service and User 
Expertise 

Focus Area Actions

• Completed 28 Projects in 3 Months
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The Result:
• Now not only systematically measure quality and cost of testing processes, but apply that 
rigor in understanding our overall capacity and throughput. 
• No longer implement “equipment”, we take a systems approach - design, prepare and 
implement new “processes”.
• Achieved our objectives

• Improved throughput and TAT.
• Less tubes drawn per patient.
• Reduction in FTE through automation and tube consolidation.
• Improved employee health and safety.
• Incremental capacity with further scalable capacity available.
• Strengthened supplier relationships, de-risked supply and improved lot management 

capabilities.
• National standards.
• Error reduction through mistake proofing and improved surveillance.
• Improved workflow using Lean Six Sigma methodologies in process and layout design.

Next:
• Continue to measure, openly challenge, raise the bar and improve.


